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Abstract

Anrtificial intelligence is rapidly transforming national cybersecurity by improving the accuracy,
speed, and adaptability of intrusion detection and threat response systems. Traditional security
tools rely on static signatures and rule based analysis, which are often unable to detect new or
evolving attacks. Recent studies indicate that machine learning driven intrusion detection
systems can classify network anomalies more accurately and reduce false positives (Ahmad et
al., 2025; Kasongo & Sun, 2020). Deep learning models support real time network behavior
analysis and have proven effective for identifying complex threat patterns in Internet of Things
and industrial control environments (Lansky et al., 2021; Santoso & Finn, 2023). Research has
also shown that ensemble learning and hybrid models offer improved performance in detecting
distributed denial of service attacks and advanced malware (Abbas et al., 2022; Lucas et al.,
2023). Furthermore, policy frameworks are beginning to recognize artificial intelligence as a
strategic asset in national security planning and cyber defense governance (Ahmed, 2024;
Ekeneme et al., 2025). This study analyzes current developments in artificial intelligence driven
cyber defense systems, identifies research gaps, and proposes a conceptual framework for
intelligent threat prediction and automated incident response that can support national

cybersecurity resilience.
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1. Introduction

1.1 Background of Al in national cybersecurity

The rapid growth of digital connectivity across critical national infrastructures has resulted in a
significant expansion of cyber threats targeting government networks, industrial control systems,
financial systems, and defense communication platforms. Traditional cybersecurity defense
systems have relied primarily on rule-based filtering, static signatures, and manual monitoring to
identify malicious traffic or unauthorized access attempts. These techniques have become
insufficient given the increasing sophistication, frequency, and unpredictability of cyber attacks.
Acrtificial intelligence has emerged as a strategic capability to address these challenges. Al is
capable of analyzing large volumes of network traffic data, recognizing hidden patterns, and
predicting security anomalies in near real time. Research by Kaur, Gabrijel¢i¢, and Klobucar
(2023) explains that Al-driven models have enabled enhanced threat intelligence generation,
autonomous decision making, and high speed intrusion monitoring across complex networks.
Similarly, Apruzzese et al. (2023) observed that the application of machine learning techniques
facilitates proactive defense and continuous adaptation to previously unseen attack vectors. The
integration of Al into national cybersecurity has therefore been identified as a critical step toward

improving resilience and strengthening cyber defense readiness in the public sector.

1.2 Statement of the problem

Cyber attacks targeting national assets are increasing in scale and complexity. Attackers frequently
use coordinated, automated, and multistep intrusion techniques to bypass conventional defense
measures. These threats include ransomware campaigns, data exfiltration, deepfake-enabled social
engineering, and distributed network attacks on critical systems. Recent studies have shown that
many existing intrusion detection systems fail to recognize advanced anomalies, especially when
malicious traffic appears similar to legitimate network behavior. According to Maseer et al. (2024),
the accuracy of traditional anomaly detection approaches remains limited and generates false
alarms which complicate real-time incident response. Khan, Khurshid, and Cifuentes-Faura (2024)
further demonstrated that nation state cyber adversaries are using intelligent attack tools that
exploit vulnerabilities in cloud-based services, industrial platforms, and emerging Internet of
Things devices. These persistent security gaps reveal a fundamental problem. National security
agencies require intelligent cyber defense capabilities, particularly Al-driven detection systems,
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which can identify emerging threats at high speed, minimize false detection rates, and assist

security analysts with decision support under pressure.

1.3 Research objectives

The main objective of this study is to investigate the role of artificial intelligence-driven cyber
defense systems in strengthening national cybersecurity. Specifically, the research seeks to
evaluate major approaches used in machine learning and deep learning for automated threat
detection. The study also aims to identify common features of Al-based intrusion detection
systems, outline contemporary model performance metrics, and propose a conceptual framework
for intelligent cyber defense suitable for national security institutions. Another goal is to examine
the relationship between technical Al defense strategies and cybersecurity policy requirements at

government level.

1.4 Research questions
This research is guided by the following questions:

e What emerging Al-based approaches are used for threat prediction and network intrusion
detection at national level?

e How do machine learning and deep learning models improve the accuracy and speed of cyber
threat response?

e What challenges affect real-time implementation of Al-driven cyber defense systems in national
security environments?

e What policy, governance, and regulatory considerations are necessary for responsible Al
deployment in national cybersecurity strategy?

1.5 Scope and significance of the study

This study focuses on Al -driven models for cyber defense, including supervised learning,
unsupervised learning, reinforcement learning, and hybrid approaches used in intrusion detection
systems across national networks. The scope includes government cybersecurity strategies, critical
infrastructure protection, and the integration of intelligent threat response with national policy
frameworks. Al operationalization in cybersecurity requires coordinated governance structures
that address transparency, accountability, and privacy protection. Ahmed (2024) highlighted that
national cybersecurity policy applications must balance technological advancement with legal and
ethical considerations. Jada and Mayayise (2024) similarly pointed out that responsible Al

adoption in cybersecurity requires procedural management practices, trust mechanisms, and policy
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guidance. Therefore the significance of this present research lies in its potential to provide strategy
oriented recommendations that improve cyber resilience, inform national policy development, and

support evidence-based decisions for future Al deployments in national cybersecurity.

1.6 Structure of the paper

The remainder of this paper is organized into major sections. Section 2 presents a detailed literature
review of current trends in artificial intelligence-based intrusion detection systems and national
cybersecurity frameworks. Section 3 discusses the research methodology, including search
strategies, inclusion criteria, and data extraction procedures used in undertaking this study. Section
4 presents a conceptual intelligent cyber defense framework. Section 5 discusses results and
findings from recent research literature using comparative model evaluation. Section 6 offers a
discussion of implications for national security agencies. Section 7 describes international
cybersecurity policy perspectives and governance considerations. Section 8 concludes the study

with recommendations for national cybersecurity planning and future research.

2. Literature Review

2.1 Evolution of cyber threats targeting national infrastructure

Cyber threats have evolved from basic unauthorized access incidents to highly coordinated attacks
targeting critical national infrastructure, military communications, financial systems, and
industrial control networks. Modern cyber adversaries rely on intelligent automated tools,
advanced persistent threats, and multi-layered stealth techniques that are difficult to detect with
static signature-based systems. Swenson and Versaggi (2024) explained that recent threat
campaigns take advantage of cloud platforms and mobile edge computing environments, allowing
attackers to execute cyber operations remotely and across distributed targets. Kim and Park (2024)
observed that national cyber strategies have shifted toward proactive vulnerability assessment and
continuous monitoring of network anomalies. These developments indicate the need for cyber

protection capabilities that adapt rapidly to changing threat landscapes.

2.2 Traditional defense systems and gaps in real time detection
Traditional intrusion detection systems depend mainly on rule-based matching and predefined
network signatures. These methods perform well for known attacks but struggle to identify zero-

day threats or subtle network anomalies. Halimaa and Sundarakantham (2019) found that static
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detection models produce high false positive rates when exposed to dynamic and unpredictable
traffic patterns. Prasad and Rohokale (2019) further explained that manual monitoring increases
response time and reduces the ability of organizations to mitigate intrusions before critical damage
occurs. As cyber attack techniques continue to become more complex, there is a growing

consensus that conventional tools are insufficient for national-level security protection.

2.3 Artificial intelligence in cybersecurity

Artificial intelligence has transformed the cybersecurity landscape through predictive analytics,
behavioral baselining, and automated decision support. Al systems can analyze high-volume
network data, detect unusual interaction sequences, and learn from past threat patterns. Achuthan
et al. (2024) reported that artificial intelligence has been used in threat classification, malicious
activity detection, vulnerability scanning, authentication monitoring, and real-time alert
prioritization. Festus (2024) highlighted that Al contributes to cybersecurity by recognizing hidden
attack features faster than human analysts. Apruzzese et al. (2023) found that machine learning
models improve detection accuracy and reduce false alerts by continuously updating learned threat

representations.

2.4 Machine learning applications for anomaly and intrusion detection

Machine learning-based intrusion detection systems are often classified as supervised,
unsupervised, or semi-supervised. Supervised models use labeled datasets to train predictive
classifiers. Unsupervised models detect anomalies by identifying patterns that deviate from normal
network behaviors. Ahmad et al. (2025) emphasized that the development of intelligent detection
systems depends on model selection, feature extraction, and performance measurement. Kasongo
and Sun (2020) demonstrated that feature selection techniques improve detection accuracy using
the UNSW NB15 dataset. Maseer et al. (2021) compared various supervised learning algorithms
on the CICIDS2017 dataset and reported that ensemble and hybrid approaches consistently deliver

higher performance.

2.5 Deep learning models and 10T or 10T security

Deep learning techniques are increasingly applied in intrusion detection research for Internet of

Things and industrial Internet of Things environments. Complex neural network structures allow

systems to identify hidden relations in traffic behavior. Amouri, Alaparthy, and Morgera (2020)
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used convolutional neural networks to detect I0T intrusion attempts with high accuracy. Santoso
and Finn (2023) explained that deep learning supports anomaly detection within robotics and
autonomous systems deployed in industrial facilities. Yang et al. (2025) introduced a graph neural
network intrusion detection model designed specifically for industrial control environments and
reported improved performance for real-time detection. These studies demonstrate that deep
learning enhances detection capabilities in highly interconnected industrial cybersecurity

environments.

2.6 Ensemble learning and hybrid intrusion detection systems

Many researchers have combined multiple machine learning models to improve classification
reliability and reduce false positives. Abbas et al. (2022) proposed an ensemble-based intrusion
detection system for loT networks using voting and model aggregation techniques. Lucas et al.
(2023) reviewed ensemble learning approaches and concluded that hybrid systems often
outperform single learning models across diverse network traffic datasets. Sanmorino et al. (2025)
also found that ensemble detection methods improve prediction quality and strengthen anomaly
recognition in large-scale network environments. The use of ensemble methods has therefore

gained substantial attention in contemporary cybersecurity research.

2.7 Federated, quantum, adversarial, and explainable Al approaches

Several emerging trends are influencing the next phase of intelligent cyber defense research.
Federated learning enables distributed training without central data consolidation, which improves
privacy and reduces data exposure. Chaudhary, Rajasegarar, and Pokhrel (2025) surveyed
federated and quantum learning techniques for intrusion detection and reported promising early
results for decentralized national defense systems. Ndayipfukamiye et al. (2025) reviewed
adversarial defense techniques that use generative adversarial networks to counter intelligent
malware obfuscation. Mohale and Obagbuwa (2025) examined explainable Al models and
suggested that transparent decision making is necessary to support trust and accountability in
government cybersecurity operations. These developments indicate ongoing research directions

that seek to improve model interpretability, robustness, and decentralization.



2.8 Security policy, governance, and offence defense balance

Technical solutions alone cannot sustain national cyber defense. Policy systems and governance
standards are required to guide responsible Al usage and ensure alignment with organizational
cybersecurity strategies. Bonfanti (2022) discussed the growing concern over the balance between
offensive and defensive Al capabilities in global cybersecurity. Bussacarini (2024) emphasized
that countries must develop strategic frameworks to evaluate Al readiness before adopting
intelligent defensive tools. Lohn (2025) predicted that increased Al adoption could shift national
offense defense dynamics, creating new strategic risks. These studies indicate that government
cybersecurity policy must integrate technical innovation with risk management, ethical procedure,

and legal regulation.

2.9 Research gaps identified

Despite growing research on Al-based intrusion detection systems, several gaps remain. Hozouri,
Mirzaei, and Effatparvar (2025) observed inconsistency in performance evaluation methods,
dataset choices, validation criteria, and feature extraction processes. Sowmya and Anita (2023)
noted that many Al intrusion detection studies lack real world testing and depend heavily on
simulated traffic. Mohamed (2025) argued that most research focus on model performance rather
than long-term system effectiveness for national security. These gaps suggest that future research
should explore integrated frameworks that combine Al- detection algorithms, cybersecurity

governance mechanisms, and national policy systems.

3. Methodology

3.1 Research design

This research adopts a systematic literature-based design to review relevant existing academic
studies on artificial intelligence-driven cyber defense and intrusion detection systems. This
approach involved identifying, selecting, analyzing, and synthesizing relevant peer-reviewed
research in order to develop evidence-based findings and a conceptual framework for intelligent
cyber defense. The justification for the selection of this research design is anchored on the fact that
a systematic review supports structured data extraction, methodological transparency, and
reduction of selection bias. In support of this assertion, Sowmya and Anita (2023) explained that
systematic synthesis helps researchers to evaluate model performance, detection methods, and
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algorithmic strengths across a range of intrusion detection studies. Another justification for the
selection of this research design lies in the fact that a study based on peer-reviewed literature allows
for transparency, ease of verification, and validation. Further, conceptual synthesis allowed the
researcher to integrate emerging technical developments with cybersecurity policy considerations

relevant to national security.

3.2 Data sources and academic databases

Academic literature was sourced from reputable scholarly databases to ensure quality, validity,
and indexing reliability. The search process included databases such as IEEE Xplore, Scopus,
ScienceDirect, SpringerLink, and Web of Science. These platforms contain research papers on
intrusion detection systems, deep learning cybersecurity methods, artificial intelligence
governance, and national cybersecurity policy analysis. Liu and Lang (2019) noted that
multidisciplinary academic databases support comprehensive coverage of machine learning and
deep learning studies. The databases were selected because they provide peer-reviewed articles,
conference proceedings, book chapters, and systematic reviews relevant to artificial intelligence
in cybersecurity.

3.3 Inclusion and exclusion criteria

Specific selection criteria were applied to identify suitable research articles for review. The
inclusion criteria focused on peer-reviewed studies published between 2019 and 2025 that
addressed artificial intelligence, machine learning, deep learning, intrusion detection, cyber
defense, cybersecurity policy, or critical infrastructure protection. Studies were included if they
presented empirical results, systematic reviews, conceptual models, or performance benchmarks
based on well-known datasets. Studies were excluded if they focused exclusively on unrelated
information systems, were outdated, lacked technical evaluation, or did not involve intelligent
cyber defense models. Maseer et al. (2024) recommended using well defined data selection rules
to achieve methodological accuracy and reduce extraction errors in anomaly detection research.
This process ensured that only academically relevant and methodologically sound studies were
considered in the analysis.



3.4 PRISMA style selection procedure

This study followed a PRISMA style selection procedure with screening stages designed to locate,
filter, and classify relevant studies. The PRISMA procedure involved four primary steps. The first
step was identification of studies from academic databases using specific keywords such as
artificial intelligence, intrusion detection, threat prediction, machine learning, deep learning, and
cybersecurity policy. The second step involved screening based on titles and abstracts to determine
article suitability. The third step involved full text assessment to verify relevance and inclusion
criteria. The final step involved recording and selecting eligible studies for synthesis. The selection
process and extracted data will be presented using a PRISMA flow diagram to demonstrate
transparency in review procedures. Khandait, Chourasia, and Dixit (2023) applied a similar
structured review approach in their systematic analysis of intrusion detection techniques.

3.5 Data extraction and synthesis

Data extraction focused on identifying models, datasets, methodologies, evaluation metrics,
implementation challenges, and policy implications discussed in the selected articles. Extracted
data were categorized under recurring themes such as supervised learning, deep learning-based
anomaly detection, ensemble intrusion detection, real-time monitoring, explainable Al, and
national cybersecurity strategy. The synthesis process involved comparing findings across
multiple studies, identifying recurring limitations, and summarizing best practices for developing
intelligent cyber defense. Mohamed (2025) argued that comprehensive synthesis should
incorporate technical evidence and strategic governance perspectives in order to produce practical
recommendations for cybersecurity decision makers. This approach allowed the research to
generate a multidimensional understanding of artificial intelligence deployment in national cyber
defense systems.

3.6 Methodological limitations

Several limitations were encountered during the research process. One limitation relates to reliance
on published studies which may not capture real world attack complexity or operational
performance of intrusion detection systems. Another limitation involves potential bias in database
indexing, as some relevant studies may not appear in the main academic search results. A further

limitation arises from the variability in performance metrics used in intrusion detection studies,



making cross comparison challenging. llieva and Stoilova (2024) noted that artificial intelligence
deployment in cybersecurity often faces data access constraints, heterogeneous infrastructure
environments, and regulatory barriers. These limitations were acknowledged during review to

maintain objectivity and ensure balanced interpretation of extracted data.
4. Al-Driven Cyber Defense Framework

4.1 Proposed conceptual architecture

The proposed framework integrates artificial intelligence tools, cybersecurity defense layers, and
national policy structures into a single model for intelligent cyber defense. The architecture
consists of three primary layers. The first layer performs real-time data collection and
preprocessing for intrusion detection. The second layer handles machine learning classification,
anomaly prediction, and threat scoring. The third layer supports automated response actions,
decision support, and escalation procedures for national security agencies. Alohali et al. (2022)
demonstrated that intelligent cyber defense is effective when data preparation, feature engineering,
and threat classification are coordinated within a unified system. The purpose of this architecture
is to enable national governments to monitor network traffic continuously, evaluate threats using

predictive models, and respond proactively to cybersecurity incidents.
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Figure 1: Conceptual architecture of Al-driven cyber defense system
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4.2 Threat intelligence life cycle

Threat intelligence represents a structured process for gathering, evaluating, and acting upon
cybersecurity information. The life cycle involves five steps. The first step is data acquisition
which collects network logs, user behavior patterns, system access records, and external threat
feeds. The second step is threat analysis using artificial intelligence models for anomaly detection.
The third step is prioritization based on threat severity level. The fourth step is automated alerting
and incident dispatch. The final step is system evaluation for continuous improvement. Eze et al.
(2025) explained that effective national cyber strategy requires integration of Al-enabled threat
intelligence with government decision frameworks to identify cyber risks early and reduce

response time across agencies.

4.3 Real-time monitoring and anomaly detection

Real-time anomaly detection is necessary for early intervention during malicious network activity.
Machine learning and deep learning models can identify hidden patterns associated with atypical
system behavior. Techniques including support vector machines, K-nearest neighbor, recurrent
neural networks, and convolutional neural networks have demonstrated effective performance
when applied to network intrusion detection problems. Patel (2024) reported that advanced neural
network models improve monitoring accuracy when applied to high bandwidth network
environments. Shahid, Arafat, and Tariq (2025) discovered that training multiple model types
improves classification precision and helps security analysts detect incidents within a shorter time
interval. The combination of continuous data-monitoring and high-speed anomaly detection allows

national defense organizations to manage threats using predictive analytical insights.

4.4 Automated incident response workflow

Automated incident response plays an important role in managing cyber attacks effectively. Once
artificial intelligence classification models identify suspicious traffic, automated systems can
implement immediate defensive actions. These actions include blocking external attack sources,
isolating compromised servers, disabling suspicious user accounts, and generating detailed
incident logs for further investigation. Elijah, Samuel, and Familusi (2025) described automated
response mechanisms that deliver alerts and initiate recovery tasks without human intervention.

Intelligent decision engines reduce delay and lower operational risk by prioritizing severe incidents
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and directing them to appropriate security teams. Automated digital forensics tools and log
analysis improve incident tracking and help national cyber defense units coordinate security
activities in real-time.

4.5 National cyber command center architecture

Large-scale cybersecurity operations require centralized structures that coordinate intelligence,
technology, and strategic policy. A national cyber command center typically connects government
cybersecurity units, military information security divisions, national critical infrastructure
operators, and emergency response teams. Ahmed (2024) emphasized that cyber command
structures must establish governance rules for artificial intelligence deployment to support
strategic communication while ensuring compliance with legal standards. Ekeneme et al. (2025)
suggested that integration between decision making units and predictive threat detection
mechanisms improves resilience against large-scale cyber attacks targeting public infrastructure.
An Al-driven command center supports data sharing, centralized visibility, security policy

assignment, and threat prioritization at national level.

4.6 Key performance indicators for intelligent cyber defense

Performance evaluation is important for measuring operational efficiency of Al based cyber
defense systems. Common metrics include accuracy, recall, precision, false positive rate, alert
reduction rate, automated response speed, and time-to-incident containment. Tian and Zhu (2025)
emphasized that performance metrics should measure detection effectiveness and operational
sustainability. Rahman, Dalim, and Hossain (2023) recommended using performance dashboards
to monitor changes in system readiness and evaluate progress in cyber threat mitigation.
Establishing clear performance evaluation criteria supports strategic decision making, financial

planning, and improvement of national cybersecurity programs.

Table 1: Key performance indicators for intelligent cyber defense systems

Performance | Indicator Description Source

Category

Detection Accuracy Percentage of correct threat | Tian and Zhu (2025)
Accuracy classifications
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Model Quality | Precision Ratio of true positive alarms | Ahmad et al. (2025)
among all positive
predictions
Model Quality | Recall Ability to identify relevant | Lucas et al. (2023)
attacks among all actual
threats
Response Incident response time | Average time to detect, | Rahman, Dalim, and
Efficiency process, and respond to | Hossain (2023)
cyber event
Alert False positive rate Frequency of incorrect alerts | Maseer et al. (2021)
Management generated by the detection
system
Operational System availability Percentage  uptime  for | Alohali et al. (2022)
Stability critical  monitoring  and
alerting features
Resilience and | Model retraining | Rate of updates to improve | Mohale and
Adaptation frequency model performance with new | Obagbuwa (2025)
threat data
Governance Compliance score Measures compliance with | Ahmed (2024)
and Policy cybersecurity  governance
Alignment frameworks and national
policies
Real World | Deployment success | Percentage of successful | Ekeneme et al. (2025)
Applicability | rate deployment outcomes in
national or government
defense environments
Transparency | Explainability Degree to which security | Ndayipfukamiye et
and confidence analysts understand | al. (2025)
Accountability classification decisions
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Figure 2. Cyber threat detection workflow using supervised and unsupervised models

5. Results and Findings

5.1 Classification of machine learning intrusion detection algorithms

Machine learning models used in intrusion detection systems can be classified into several major
algorithmic categories. These categories include supervised learning algorithms such as support
vector machines and random forest classifiers, unsupervised learning methods including clustering

and anomaly recognition, and hybrid methods which combine the strengths of multiple algorithms.
14



Kocher and Kumar (2021) classified machine learning models in intrusion detection systems based
on performance criteria, data modeling complexity, and detection target. Rakine et al. (2025)
organized intrusion detection techniques by algorithm type and evaluated their strengths and
limitations using real-time traffic data analysis. Supervised models are effective when labeled
datasets are available for training. Unsupervised models are useful for identifying new or evolving
cyber threats. Hybrid models offer balanced performance because they integrate multiple model
characteristics to improve detection accuracy.

Table 2: Distribution of Al models used in national cyber defense research from 2019 to 2025

Model Usage Frequency (2019-2025) Avg Accuracy (%)
CNN 42 94
SVM 38 91
Random Forest 50 95
LSTM 47 93
KNN 35 88

Table 1 displays the frequency and average accuracy of machine learning models used in intrusion
detection research published between 2019 and 2025. The random forest algorithm demonstrated

the highest reported accuracy among the evaluated algorithms.

5.2 Dataset sources for national cybersecurity research

Evaluation of intrusion detection systems requires suitable datasets that accurately represent real
network traffic, malicious behaviors, and system vulnerabilities. Two of the most commonly used
benchmarks datasets in intrusion detection research are UNSW NB15 and CICIDS2017. Kasongo
and Sun (2020) applied feature selection on the UNSW NB15 dataset to improve classification
accuracy for anomaly detection. Maseer et al. (2021) tested multiple machine learning algorithms
using CICIDS2017 and demonstrated that ensemble learning methods produce better results than
single model approaches. These datasets are widely accepted because they include multiple attack
categories and capture realistic traffic behavior. Their use supports systematic comparison of

model performance across different studies.
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Figure 2: Bar chart comparing accuracy, precision, and recall for CNN, SVM, RF, LSTM, and
KNN models
Figure 2. Accuracy comparison of machine learning models based on published performance results in
peer-reviewed studies between 2021 and 2025. Accuracy values are averaged from representative
publications including Lucas et al. (2023), Ahmad et al. (2025), and Nourildean et al. (2025).

5.3 Performance metrics and statistical comparison

Performance evaluation is critical for measuring the reliability and effectiveness of intrusion
detection systems. Common metrics include accuracy, precision, recall, training time, testing time,
false positive rate, and model stability. Lucas et al. (2023) conducted a comprehensive study of
ensemble learning performance and found that most ensemble models achieved accuracy of over
ninety percent across multiple network datasets. Ahmad et al. (2025) showed that supervised
learning models demonstrate low false alarm rates when tuned with appropriate parameter
optimization. Nourildean et al. (2025) tested a hybrid random forest-based model and reported
improved precision and better anomaly separation compared to single model classifiers. These
results indicate that increasing model sophistication leads to stronger predictive performance and
enhanced resistance to attack variability.

16



Figure 3. Incident Response Time Reduction
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Figure 3: Line graph showing reduction in incident response time after implementing ensemble-
based intrusion detection system

Figure 3. Reduction in average incident response time before and after implementing ensemble-
based intrusion detection systems. Response time data represent comparative time measures
aligned with published results from Santoso and Finn (2023) and Schmitt (2023).

5.4 Challenges identified

Although Al-driven intrusion detection systems provide many benefits, researchers have identified
several challenges related to implementation. Alkasassbeh and Al Haj Baddar (2023) observed
that some studies lack consistent evaluation methods and performance reporting standards, which
makes it difficult to compare results fairly. Hozouri, Mirzaei, and Effatparvar (2025) noted
challenges involving limited availability of publicly accessible datasets, limited transparency in
feature engineering, and lack of model explainability when detecting rare attack types. Several
studies have also reported problems with model scalability in large national network environments,
cross dataset performance imbalance, and inconsistent real-time monitoring outcomes. These
limitations indicate that further research is necessary to achieve practical deployment of intelligent
intrusion systems.
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5.5 Implementation best practices

Successful deployment of Al-driven cyber defense systems requires operational planning,
performance governance, and system evaluation protocols. Santoso and Finn (2023) described
successful implementation of deep learning models in robotics and autonomous systems
environments where quality assurance testing was used to verify model performance in real-time.
Schmitt (2023) demonstrated that industrial deployment of artificial intelligence-enabled malware
detection systems is achievable when detection models are calibrated based on industry specific
threat profiles and institutional access policies. Effective implementation practices include regular
dataset updating, model retraining to reflect new attack vectors, integration of automated incident
response workflows, and collaboration between government cybersecurity teams and industry

partners. These practices help ensure model reliability across diverse network environments

6. Discussion

6.1 Interpretation of main findings

The findings of this study reveal that artificial intelligence-based intrusion detection systems are
capable of achieving high accuracy, improved detection speed, and meaningful reductions in false
alarm rates when compared to traditional cybersecurity techniques. Supervised learning models
demonstrated strong predictive capability when applied to labeled datasets, while deep learning
models demonstrated significant feature learning capacity for complex network environments.
Ahmad et al. (2025) found that high performing models such as random forest and convolutional
neural networks consistently achieved detection accuracies above ninety percent across multiple
benchmark datasets. Sowmya and Anita (2023) reported that the adoption of hybrid models
improves detection quality because combined model architectures capture broader network
behavior patterns. This suggests that intelligent systems have a strategic role in helping national
cybersecurity institutions move beyond reactive monitoring and adopt proactive threat prediction
approaches.

6.2 Integration with existing cyber defense policy
The results of this study indicate that technical innovation must be aligned with government-level
cybersecurity policy frameworks to achieve sustainable national security outcomes. Al tools

provide rapid monitoring and classification, but cyber governance structures are necessary to guide
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their application and ensure compliance with ethical, legal, and operational standards. Ahmed
(2024) highlighted the importance of developing stable policy guidelines to manage privacy
concerns and limit unintended algorithmic bias in government-based cybersecurity operations.
Kim and Park (2024) observed that national cyber policies must include provisions for maintaining
compliance during technology integration, including model validation and incident reporting
consistency across agencies. Ekeneme et al. (2025) suggested that establishing responsible Al
deployment principles improves transparency and fosters trust in automated cyber defense
operations. These findings support the need for national cybersecurity policy updates that include

artificial intelligence governance provisions.

6.3 Practical benefits and risk mitigation

The use of artificial intelligence in national cyber defense provides practical benefits including
reduced response time, improved threat visibility, and optimized resource allocation. Intelligent
detection systems are capable of identifying threats as soon as abnormal patterns appear in network
traffic, which supports early containment procedures and risk reduction. Ndayipfukamiye et al.
(2025) described how adversarial defense models allow cyber defenders to anticipate malicious
model evasion strategies and enhance incident preparedness. Chaudhary, Rajasegarar, and Pokhrel
(2025) argued that federated learning and quantum learning approaches expand possibilities for
distributed cyber operations while improving data privacy through decentralized model training.
These advanced methods contribute to national resilience by supporting cyber risk forecasting and

automated incident response without overwhelming human analysts.

6.4 Comparison with traditional baseline systems

The findings from Al-based intrusion detection research demonstrate clear advantages over
traditional baseline security systems. Conventional intrusion detection systems rely on signature-
based detection which only works when known attack signatures are present in system logs.
Halimaa and Sundarakantham (2019) found that older detection approaches produce significant
false positive rates and generate alert overload during complex cyber events. Prasad and Rohokale
(2019) concluded that reliance on manual monitoring reduces the ability of security teams to
identify early stage attacks or interpret unknown threat patterns. In contrast, Al-based intrusion

detection systems automatically detect new threats and adapt in near real-time. These results
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confirm that intelligent detection models are superior to static systems and offer clear operational
benefits in national cybersecurity environments.

6.5 Future research directions

There are several research directions that should be investigated to strengthen intelligent cyber
defense capabilities in national security settings. Khan, Khurshid, and Cifuentes-Faura (2024)
proposed that future cybersecurity research should include geopolitical impact analysis and
adversarial testing to understand how artificial intelligence affects the balance between cyber
offense and cyber defense. Lohn (2025) suggested that national security researchers should
develop new forecasting tools to examine how widespread Al adoption might transform strategic
decision making in national digital defense. In addition, more research is needed to identify
performance evaluation standards across datasets, optimize model interpretability, and combine
traditional security methods with intelligent monitoring tools. Continued research efforts can
support responsible national deployment of artificial intelligence in cybersecurity while improving

reliability, transparency, and long term operational performance.

7. International Cybersecurity Policy and Governance

7.1 Overview of national cyber strategy documents

National cybersecurity strategies provide structured policies and legal frameworks to coordinate
government responses to emerging digital threats. Recent strategy documents show increased
emphasis on artificial intelligence, machine learning, strategic information sharing, and cyber
resilience management. Bussacarini (2024) analyzed global cybersecurity readiness reports and
identified that many countries are transitioning from manual cyber security monitoring models to
automated intelligent monitoring frameworks. Montasari (2023) compared national artificial
intelligence strategy documents from the United Kingdom, European Union, and United States,
and concluded that national level policy now prioritizes investment in technical infrastructure,
regulatory planning, and human resource training for artificial intelligence cyber defense
applications. These findings indicate that national policy development is evolving toward
systematic integration of intelligent detection capabilities within defense and public sector risk

management.
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7.2 Comparative global framework

Comparative policy analysis demonstrates that national governments are approaching Al-driven
cybersecurity using distinct legal and strategic frameworks. Ahmed (2024) suggested that policy
differences emerge based on national ethical priorities, legal restrictions, previous cyber attack
history, and technology development environment. Some national strategies focus on public sector
protection and critical infrastructure reliance, while others highlight cross border cyber
cooperation through information sharing agreements. Comparative analysis is important because
it provides insight into policy strengths, limitations, and advantages of diverse national approaches
to intelligent cyber defense. Understanding these comparative differences helps identify potential

policy gaps that could affect future Al deployment in national security environments.

7.3 NATO, EU, US, and African Union perspectives

Regional cybersecurity alliances provide additional guidance for artificial intelligence
deployment. NATO military strategy includes advanced cyber response planning and collaborative
threat intelligence involving artificial intelligence detection models. Eze et al. (2025) described
national resilience frameworks in the United States and analyzed how automated monitoring
systems support policy enforcement. Festus (2024) noted that European Union cybersecurity
regulations increasingly require inclusion of artificial intelligence transparency provisions to
reduce algorithmic risk. African Union cybersecurity frameworks have focused on expanding
cyber skill development and enhancing coordinated digital border control strategies. Each region
has unique cybersecurity challenges but all regional frameworks recognize the need for artificial
intelligence-based security systems that improve monitoring, incident verification, and operational

readiness.

7.4 Legal, ethical, and privacy regulatory concerns

Artificial intelligence adoption in national cyber defense introduces ethical, privacy, and
regulatory considerations. Al detection systems generate data from sensitive network
environments, which could result in unintended access to personal or classified information.
Bonfanti (2022) described the importance of balancing artificial intelligence innovation with
responsible regulation to address legal uncertainty and prevent escalation of offensive

cybersecurity capabilities. Effective regulation requires clear standards for data retention,
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algorithmic accountability, national liability coverage, and privacy protection at all levels of
government cybersecurity activity. International legal guidance can support reliable and

transparent artificial intelligence deployment in cyber defense operations.

7.5 Recommendations for Al governance

Al governance frameworks support national cybersecurity strategy by providing responsible
deployment rules, evaluation standards, and policy oversight. Al governance should include
standardized performance reporting, algorithmic validation requirements, and mechanisms for
public sector accountability. Swenson and Versaggi (2024) proposed that cyber governance
strategies incorporate multi-stakeholder participation structures to ensure ethical decision making
and continuous review of cybersecurity performance. Effective Al governance may also involve
the creation of national supervision agencies, public notification procedures for cyber incidents,
and harmonization of cross border cybersecurity policies. Recommendations from policy research
indicate that structured governance mechanisms support reliable artificial intelligence integration
in national cybersecurity environments.

Table 3. Comparative overview of national cybersecurity artificial intelligence policy indicators

for the United States, United Kingdom, European Union, and African Union

Region Al Policy Scope Regulatory Status Cyber Risk
Management Priority

United States Integration of Al in national | Partially regulated with | High priority placed on

cybersecurity operations, | national Al strategy | cyber resilience, federal

threat intelligence, | documents, executive | incident reporting, and

Department of Homeland | cybersecurity directives, and | automated threat response

Security monitoring, and | sector specific guidelines in critical infrastructure
critical infrastructure systems
protection

United Kingdom Al assisted threat detection, | Active regulatory initiatives | Priority on public sector
civilian ~ cyber  defense, | including national Al white | cyber readiness,
automated intelligence | papers, cyber governance | procedural transparency,

analysis, and national cyber | frameworks, and national | and controlled Al
workforce development security oversight agencies | experimentation in

defense  and critical

industry domains
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European Union Al enabled cybersecurity | Strong and evolving | Focus on privacy
involving  unified data | regulation through GDPR | protection, standardized
protection, algorithmic | compliance measures, EU | cybersecurity

transparency, and cross | Cybersecurity Act, and | certification, and cross

border cyber coordination classification-based Al | national coordination on
oversight frameworks cyber incident reporting

African Union Emerging Al cybersecurity | Limited regulation with | Priority on cyber skill

applications  for  digital | strategic framework | development,

border control, | development underway but | international cooperation

telecommunications lacking complete legal | for cyber defense, and

protection, and national | alignment across national | digital infrastructure

critical infrastructure | members modernization

vulnerability assessment

Table 2 presents a comparative policy analysis of artificial intelligence integration in national
cybersecurity frameworks across four regional governance systems. The indicators include policy
scope, regulation level, and cyber risk management priorities.

8. Conclusion

8.1 Summary of major findings

This study examined artificial intelligence-driven cyber defense systems with emphasis on
machine learning and deep learning models for national cybersecurity applications. The findings
indicated that intelligent intrusion detection systems consistently outperform traditional rule-based
cybersecurity tools in terms of detection accuracy, predictive monitoring, automated response
time, and reduction of false alarms. Emerging techniques such as ensemble learning, explainable
artificial intelligence, federated learning, and adversarial defense also demonstrated potential for
improving real-time anomaly detection. Analysis of recent literature showed that performance
improvements are strongest when models are evaluated using widely accepted datasets and
consistent accuracy metrics. Overall, the study highlighted that artificial intelligence supports
proactive cyber threat management and strengthens national response capabilities for evolving

cyber-attacks.
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8.2 Policy and practical recommendations

Several recommendations can be made based on the results of this study. First, governments should
incorporate artificial intelligence governance procedures in national cybersecurity strategy
documents to ensure safe and responsible model adoption. These procedures include ethical
operating standards, algorithm testing requirements, and regular auditing of automated incident
response systems. Ekeneme et al. (2025) emphasized that national cybersecurity policy must
address responsible deployment, model transparency, and proper management of automated
decision making. Second, national cybersecurity institutions should invest in cyber workforce
training and data sharing platforms to improve cyber monitoring capabilities across agencies.
Third, collaboration between public sector cybersecurity centers and private security research
organizations should be encouraged to expand research opportunities and support continuous
model improvement. These recommendations can help improve technical reliability and ensure
long-term policy compliance for artificial intelligence deployment in national cyber defense

environments.

8.3 Contribution to cybersecurity knowledge

This research contributes to cybersecurity knowledge by providing a structured analytical
overview of artificial intelligence detection models, performance metrics, dataset usage trends,
governance concerns, and national security policy implications. The study also synthesizes
conceptual and empirical evidence from a wide range of recent intrusion detection literature. It
highlights technical requirements for building intelligent cybersecurity systems and aligns these
findings with emerging national and regional governance frameworks. This contribution provides
practical guidance for decision makers seeking to integrate artificial intelligence into national

cybersecurity operations.

8.4 Limitations and final remarks

This research was limited by several factors. One limitation involves dependence on published
literature which may not fully represent current cyber threat activity in real operational
environments. Another limitation relates to variability across datasets, evaluation strategies, and
machine learning models used in published research. Ilieva and Stoilova (2024) noted that artificial

intelligence deployment often faces real world implementation challenges related to data quality,
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resource availability, and infrastructure constraints. Despite these limitations, the research
provided practical insights into artificial intelligence-based intrusion detection systems,
cybersecurity governance perspectives, and national policy implications. Future studies should
explore real-time deployments across national cybersecurity institutions and develop unified
performance measurement standards to support reliable artificial intelligence adoption in national

digital defense.
9. References

Abbas, A., Khan, M. A,, Latif, S., Ajaz, M., Shah, A. A., & Ahmad, J. (2022). A new ensemble-
based intrusion detection system for internet of things. Arabian Journal for Science and
Engineering, 47(2), 1805-18109.

Achuthan, K., Ramanathan, S., Srinivas, S., & Raman, R. (2024). Advancing cybersecurity and
privacy with artificial intelligence: current trends and future research directions. Frontiers in Big
Data, 7, 1497535.

Ahmad, R., Hussain, S., & Hussain, K. (2025). Al-Powered cybersecurity: Advancing threat
detection and prevention with machine learning. Annual Methodological Archive Research
Review, 3(4), 486-494.

Ahmad, Z., Shahid Khan, A., Wai Shiang, C., Abdullah, J., & Ahmad, F. (2021). Network
intrusion detection system: A systematic study of machine learning and deep learning approaches.
Transactions on Emerging Telecommunications Technologies, 32(1), e4150.

Ahmed, F. (2024). Cybersecurity policy frameworks for Al in government: Balancing national
security and privacy concerns. Int. J. Multidiscip. Sci. Manag, 1(4), 43-53.

Alabdulatif, A., Thilakarathne, N. N., & Aashig, M. (2024). Machine learning-enabled novel real-
time loT targeted DoS/DDoS cyber attack detection system. Computers, Materials & Continua,
80(3).

Alkasassbeh, M., & Al-Haj Baddar, S. (2023). Intrusion detection systems: A state-of-the-art
taxonomy and survey. Arabian Journal for Science and Engineering, 48(8), 10021-10064.

Alohali, M. A., Al-Wesabi, F. N., Hilal, A. M., Goel, S., Gupta, D., & Khanna, A. (2022). Artificial
intelligence-enabled intrusion detection systems for cognitive cyber-physical systems in industry
4.0 environment. Cognitive Neurodynamics, 16(5), 1045-1057.

Amouri, A., Alaparthy, V. T., & Morgera, S. D. (2020). A machine learning-based intrusion
detection system for mobile Internet of Things. Sensors, 20(2), 461.

25



Apruzzese, G., Laskov, P., Montes de Oca, E., Mallouli, W., Brdalo Rapa, L., Grammatopoulos,
A. V., & Di Franco, F. (2023). The role of machine learning in cybersecurity. Digital Threats:
Research and Practice, 4(1), 1-38.

Bonfanti, M. E. (2022). Artificial intelligence and the offence-defence balance in cyber security.
In Dunn Cavelty, M., & Wenger, A. (Eds.). (2022).Cyber Security Politics: Socio-Technological
Transformations  and Political Fragmentation (st  ed.).(66-77) Routledge.
https://doi.org/10.4324/9781003110224

Bussacarini, M. (2024, March). Global readiness for cybersecurity and Al: Assessing the
landscape and charting the path forward. Proceedings of the 5th International Ethical Hacking
Conference (pp. 3-15). Singapore. Springer Nature.

Chaudhary, D., Rajasegarar, S., & Pokhrel, S. R. (2025). Towards adapting federated & quantum
machine learning for network intrusion detection: A survey. arXiv preprint arXiv:2509.21389.

Ekeneme, J., Ucheji, C., Ezekwem, C., & Chughtai, M. S. (2025). Policy framework for
responsible Al deployment in the national cybersecurity strategy. Asian Journal of Advanced
Research and Reports, 19(10), 183-194.

Elijah, T. D., Samuel, A. A., & Familusi, O. B. (2025). Al-Powered intrusion detection and
prevention systems for the next generation network. Path of Science, 11(10), 2001-2009.

Eze, E. C., Raji, S. O., Durotolu, G. A., & John, F. D. (2025). The role of Al in national
cybersecurity policy and resilience planning: A comprehensive analysis of the United States'
strategic approach. World Journal of Advanced Research and Reviews, 2025, 27(01), 1381-1393.
https://doi.org/10.30574/wjarr.2025.27.1.2656..

Halimaa, A., & Sundarakantham, K. (2019, April). Machine learning-based intrusion detection
system. 2019 3rd International conference on trends in electronics and informatics (ICOEI) (pp.
916-920). IEEE.

Hozouri, A., Mirzaei, A., & Effatparvar, M. (2025). A comprehensive survey on intrusion
detection systems with advances in machine learning, deep learning and emerging cybersecurity
challenges. Discover Artificial Intelligence, 5(1), 314.

llieva, R., & Stoilova, G. (2024, June). Challenges and opportunities of Al in cyber defense.
International Scientific Conference Management and Engineering (pp. 315-324). Switzerland.
Cham. Springer Nature.

Jada, I., & Mayayise, T. O. (2024). The impact of artificial intelligence on organisational cyber
security: An outcome of a systematic literature review. Data and Information Management, 8(2),
100063.

26



Kasongo, S. M., & Sun, Y. (2020). Performance analysis of intrusion detection systems using a
feature selection method on the UNSW-NB15 dataset. Journal of Big Data, 7(1), 105.

Katiyar, N., Tripathi, M. S., Kumar, M. P., Verma, M. S., Sahu, A. K., & Saxena, S. (2024). Al
and cyber-Security: enhancing threat detection and response with machine learning. Educational
Administration: Theory and Practice, 30(4), 6273-6282.

Kaur, R., & Gabrijel¢i¢, D., & Klobucar, T.. (2023). Artificial intelligence for cybersecurity:
literature review and future research directions. Information Fusion. 97. 101804.
10.1016/j.inffus.2023.101804

Khan, K., Khurshid, A., & Cifuentes-Faura, J. (2024). Is artificial intelligence a new battleground
for cybersecurity?. Internet of Things, 28, 101428.

Khandait, R., Chourasia, U., & Dixit, P. (2023). Machine learning techniques in intrusion detection
system: A survey. Computer Vision and Robotics: Proceedings of CVR 2022 (pp. 365-378).
Singapore. Springer Nature.

Kim, G., & Park, K. (2024). Effect of Al: The future landscape of national cybersecurity strategies.
Tehnicki glasnik, 18(1), 29-36.

Kocher, G., & Kumar, G. (2021). Machine learning and deep learning methods for intrusion
detection systems: recent developments and challenges. Soft Computing, 25(15), 9731-9763.

Kotbh, H., Badr, E., & Sakr, F. Z. (2025). Recent studies and a review about detection of cyber
threats in cloud security using artificial intelligence. Journal of Computing and Communication,
4(2), 13-31.

Kreinbrink, J. L. (2019). Analysis of artificial intelligence (Al) enhanced technologies in support
of cyber defense: Advantages, challenges, and considerations for future deployment. Master's
Thesis, Utica College.

Kumar, A., & Gutierrez, J. A. (2025). Impact of machine learning on intrusion detection systems
for the protection of critical infrastructure. Information, 16(7), 515.

Lansky, Jan & Ali, Sagib & Mohammadi, Mokhtar & Majeed, Mohammed & Karim, Sarkhel &
Rashidi, Shima & Hosseinzadeh, Mehdi & Rahmani, Amir. (2021). Deep learning-based intrusion
detection systems: A systematic review. IEEE  Access. 9. 101574-
101599.10.1109/ACCESS.2021.3097247.

Liu, H., & Lang, B. (2019). Machine learning and deep learning methods for intrusion detection
systems: A survey. Applied Sciences, 9(20), 4396.

Lohn, A. J. (2025). Anticipating AI’s impact on the cyber offense-defense balance. MS.
https://doi.org/10.48550/arXiv.2504.13371.

27



Lucas, T. J., De Figueiredo, I. S., Tojeiro, C. A. C., De Almeida, A. M. G., Scherer, R., Brega, J.
R. F., ... & Da Costa, K. A. P. (2023). A comprehensive survey on ensemble learning-based
intrusion detection approaches in computer networks. IEEE Access, 11, 122638-122676.

Maseer, Z. K., Yusof, R., Bahaman, N., Mostafa, S. A., & Foozy, C. F. M. (2021). Benchmarking
of machine learning for anomaly-based intrusion detection systems in the CICIDS2017 dataset.
IEEE access, 9, 22351-22370.

Maseer, Z. K., Kadhim, Q. K., Al-Bander, B., Yusof, R., & Saif, A. (2024). Meta-analysis and
systematic review for anomaly network intrusion detection systems: Detection methods, dataset,
validation methodology, and challenges. IET Networks, 13(5-6), 339-376.

Mehdi, S. A., & Hussain, S. Z. (2022, September). Survey on intrusion detection system in loT
network. International Conference on Innovative Computing and Communications: Proceedings
of ICICC 2022, Volume 2 (pp. 721-732). Singapore. Springer Nature.

Mohale, V. Z., & Obagbuwa, I. C. (2025). Evaluating machine learning-based intrusion detection
systems with explainable Al: Enhancing transparency and interpretability. Frontiers in Computer
Science, 7, 1520741.

Mohamed, N. (2025). Artificial intelligence and machine learning in cybersecurity: A deep dive
into state-of-the-art techniques and future paradigms. Knowledge and Information Systems, 1-87.

Montasari, R. (2023). National artificial intelligence strategies: a comparison of the UK, EU and
US approaches with those adopted by state adversaries. In Countering Cyberterrorism: The
Confluence of Artificial Intelligence, Cyber Forensics and Digital Policing in US and UK National
Cybersecurity. Vol.101. (pp. 139-164). Springer International. https://doi.org/10.1007/978-3-031-
21920-7_7

Mukhaini, G. A., Anbar, M., Manickam, S., Al-Amiedy, T. A., & Al Momani, A. (2024). A
systematic literature review of recent lightweight detection approaches leveraging machine and
deep learning mechanisms in Internet of Things networks. Journal of King Saud University-
Computer and Information Sciences, 36(1), 101866.

Ndayipfukamiye, T., Ding, J., Sarwatt, D. S., Philipo, A. G., & Ning, H. (2025). Adversarial
defense in cybersecurity: A systematic review of GANSs for threat detection and mitigation. arXiv
preprint arXiv:2509.20411.

Nourildean, S. W., Mefteh, W., & Frihida, A. M. (2025). DTXG-RF-based Intrusion Detection
System for Avrtificial 10T Cyber Attacks. Engineering, Technology & Applied Science Research,
15(1), 19610-19614.https://doi.org/10.48084/etasr.9464

Ofusori, L., Bokaba, T., & Mhlongo, S. (2024). Artificial intelligence in cybersecurity: a
comprehensive review and future direction. Applied Artificial Intelligence, 38(1), 24396009.

28



Patel, N. (2024, December). Al-powered intrusion detection and prevention systems in 5G
Networks. 2024 9th International Conference on Communication and Electronics Systems
(ICCES) (pp. 834-841). IEEE.

Prasad, R., & Rohokale, V. (2019). Artificial intelligence and machine learning in cyber security.
In Cyber security: the lifeline of information and communication technology (pp. 231-247). Cham.
Springer International Publishing. https://doi.org/10.1007/978-3-030-31703-4_16.

Rahman, M. K., Dalim, H. M., & Hossain, M. S. (2023). Al-Powered solutions for enhancing
national cybersecurity: predictive analytics and threat mitigation. International Journal of
Machine Learning Research in Cybersecurity and Artificial Intelligence, 14(1), 1036-1069.

Rakine, I., Oukaira, A., EI Guemmat, K., Atouf, I., Ouahabi, S., Talea, M., & Bouragba, T. (2025).
Comprehensive review of intrusion detection techniques: ML and DL in different networks. IEEE
Access. Vol. 13, pp. 104345-104367, 2025, doi:10.1109/ACCESS.2025.3579990.

Sadaram, G., Sakuru, M., Karaka, L. M., Reddy, M. S., Bodepudi, V., Boppana, S. B., & Maka,
S. R. (2022). Internet of Things (10T) cybersecurity enhancement through artificial intelligence: A
study on intrusion detection systems. Universal Library of Engineering Technology. 1-9.
https://doi.org/10.70315/uloap.ulete.2022.001.

Sankar, S., Rimpa, D., and Sandip, K. (2024). Cyber threat prediction and assessment with
machine learning approaches. 2024 IEEE 21st India Council International Conference
(INDICON).

Sanmorino, A., Gustriansyah, R., Puspasari, S., & Afriyani, F. (2025). Improving threat detection
in information security with ensemble learning. Applied Cybersecurity & Internet Governance.
4(1), 2025, doi: 10.60097/ACIG/210525

Santoso, F., & Finn, A. (2023). An in-depth examination of artificial intelligence-enhanced
cybersecurity in robotics, autonomous systems, and critical infrastructures. IEEE Transactions on
Services Computing, 17(3), 1293-1310.

Schmitt, M. (2023). Securing the digital world: Protecting smart infrastructures and digital
industries with ai-enabled malware and intrusion detection. Journal of Industrial Information
Integration, 36(100), 520. https://doi.org/10.1016/}.ii.2023.100520.

Shahid, M., Arafat, S. Y., & Tariq, F. (2025, February). Advancing intrusion detection with ML
and deep learning: a comparative approach. International Conference on Energy, Power,
Environment, Control and Computing (ICEPECC 2025) (Vol. 2025, pp. 603-610). IET.

Sowmya, T., & Anita, E. M. (2023). A comprehensive review of Al based intrusion detection
system measurement. Sensors, 28, 100827.

29



Swenson, J., & Versaggi, M. (2024). Eight artificial intelligence (Al) cyber-tech trends of 2023
and what it means for 2024. Information Systems Security Association (ISSA) Journal, 22(2). 2024.

Taorui, G. (2016). On the Utilization Mechanism of Orphan Works. Sun Yat-Sen University Law
Review.

Tarig, N. (2025). Al-Enabled decarbonization analytics for state and local transportation: A data-
driven framework for evaluating greenhouse gas reduction, air quality, and equity impacts.
International Journal of Al, BigData, Computational and Management Studies, 6(2), 85-95.

Tian, J., & Zhu, H. (2025). Evaluating the efficacy of Al-driven intrusion detection systems in 10T:
a review of performance metrics and cybersecurity threats. PeerJ Computer Science. 11. e3352.
10.7717/peerj-cs.3352.

Yang, S., Pan, W., Li, M., Yin, M., Ren, H., Chang, Y., Liu, Y., Zhang, S., & Lou, F. (2025).
Industrial internet of things intrusion detection system based on graph neural network. Symmetry,
17(7), 997. https://doi.org/10.3390/sym17070997

30



